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Abstract

We present heat and salt fluxes measurements across a single density-stratified interface in a grids-generated turbu-

lence system. The turbulent field is measured in a homogeneous medium (water) by Particle Image Velocimetry (PIV).

Stratifications have been followed in time by recording the vertical temperature and density profiles. Measured buoy-

ancy heat and mass fluxes show two different behaviors similar to that in double diffusive convection systems. This was

also highlighted by measurement of entrainment rate near the interface, which showed that entrainment depends on the

diffusivity for high Richardson number Ri. For low Ri, molecular diffusion has less effect on the transport process than

turbulent mixing.

� 2005 Elsevier Ltd. All rights reserved.
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1. Introduction

Mixing across a density interface in stratified flows

has been investigated in natural as well as industrial sit-

uations because of its importance in the vertical trans-

port of different species across such interfaces [1–4].

Huppert and Turner [5] reviewed the many geophysical

and industrial applications of these flows, commonly

called double-diffusive convection. Their fundamental

characteristic is the formation of a system of two hori-

zontal homogeneous layers separated by sharp diffusive
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interfaces of linear density. In most such situations, the

characteristic length and velocity scales are large,

ensuring a turbulent flow everywhere that maintains

well-mixed layers, sharpens the interface, and produces

mixing across the density interface. The vertical

transport of different species between the turbulent

mixed layers is thus influenced by mixing across the

density interface.

The ways in which turbulence is generated in the lab-

oratory vary from one study to another, often because

of the specific phenomena studied. In general, two kinds

of experiments are used: turbulence generated by mean

shear flow and turbulence generated by grid oscillation

with zero mean shear. According to Turner [6], the ver-

tically oscillating grid is the more appropriate way to

generate turbulence: one or a pair of grids is oscillated

vertically in an initially stably density gradient or in
ed.
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Nomenclature

Aint interfacial area (m2)

Alosses surface heat losses (m2)

cp constant-pressure specific heat (J kg�1 K�1)

f grid oscillation frequency (Hz)

FS interfacial flux of salt (kg m�2 s�1)

FT interfacial flux of heat (Wm�2)

FSP salt flux across a solid plate (kg m�2 s�1)

FTP heat flux across a heated solid plate (Wm�2)

g gravitational acceleration (m s�2)

hl lower layer depth (m)

hu upper layer depth (m)

hint interface thickness (m)

H total stratification depth (=hl + hint + hu)

(m)

Lint size of interrogation area (m)

l 0 horizontal turbulent length scale (m)

M grid mesh size (m)

Nu Nusselt number

Pe Peclet number

S salt concentration (g of salt per 100 g solu-

tion) (%)

s grid oscillation stroke (m)

Sc Schmidt number

Sh Sherwood number

T temperature (�C, K)

t time (s)

R spatial autocorrelation function

Ra Rayleigh number

Re Reynolds number

Ri Richardson number

Rq interfacial stability ratio

U horizontal mean velocity (m s�1)

ue entrainment velocity (m s�1)

u fluctuating horizontal velocity (m s�1)

u0 horizontal rms velocity (m s�1)

V vertical mean velocity (m s�1)

v fluctuating vertical velocity (m s�1)

v0 vertical rms velocity (m s�1)

zg distance from grids (m)

Dq density difference between mixed layers

(kg m�3, g cm�3)

DS concentration difference between mixed lay-

ers (%)

DT temperature difference between mixed layers

(�C, K)

Greek symbols

a thermal expansion coefficient ¼ � 1
q ð

oq
oT ÞS

(K�1)

b mass expansion coefficient ¼ � 1
q ð

oq
oS ÞT

ulosses heat losses (W)

kT thermal molecular diffusivity (m2 s�1)

kS salt diffusivity (m2 s�1)

kins insulation thermal conductivity

(W m�1 K�1)

m kinematic viscosity (m2 s�1)

q density (kg m�3, g cm�3)

q0 density reference of the lower layer at T0, S0

(kg m�3, g cm�3)

h ii average in the x-direction
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initially homogeneous layers at some distance from a

density interface [1,7–9].

Turbulence generated by grid oscillation is character-

ized by experimental parameters that enter directly into

its generation. Thompson and Turner [2] measured the

properties of this turbulence in a homogeneous fluid

using a hot film. They showed that their statistical quan-

tities, defined as the horizontal rms velocity u 0 and the

turbulent integral length scale l 0, depend strongly on

the overall experimental parameters: the oscillation fre-

quency f, the stroke s of the grid, the distance zg away

from the grid and the shape of the grid. They found that,

for a square-barred grid with s = 10 mm, u 0 depends lin-

early on the stirring frequency f and decays as the �1.5

power with vertical distance zg from the centre of the

grid midplane. They also found that the integral length

scale l 0 increases linearly with distance zg from the grid.

Hopfinger and Tolly [10], defining a virtual origin z0g at

which l 0 = 0, proposed an empirical turbulence decay

law of the form
u0

fs
¼ C1

s
M

� �0.5 z0

M

� ��1

ð1Þ

for M/d = 5, where M is the grid mesh size and d is the

bar size. The experimental constant was equal to 0.25

for a stroke s ranging from 40 to 90 mm. Ura et al.

[11] give the same relationship with C1 = 0.19 in the

range zg/M 6 5. This form of the equation is widely used

because of its simplicity.

Turner [12] measured the mixing rate across a density

interface between two layers of liquid where the density

difference across the interface is produced by heat or salt

and the stirring is generated in one or both layers. His

results suggest that the mixing rate across a density

interface depends on the competition between inertial

forces due to turbulence and the potential energy of

the stratification defined through the overall Richardson

number

Ri ¼ g
Dq
q

l0

u02
ð2Þ
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where g is the gravitational acceleration, Dq is the inter-

facial density step and q is the mixed layer density. He

proposed an empirical correlation for the mixing rate

E of the form

E ¼ ue
u0

/ Ri�n ð3Þ

where the entrainment velocity is defined in the case of

one layer as the mean rate of advance of the interface

ue ¼
dh
dt

ð4Þ

where h is the layer depth. On the other hand, when both

layers are stirred at the same rate, the interface remains

sharp and central. Turner [12] introduced an indirect

measure of ue (in one direction) based on the rate of

change of properties in the layers:

ue ¼
h

Sl � Su

dSu

dt
ð5Þ

ue ¼
h

T u � T l

dT l

dt
ð6Þ

where dSu/dt is the rate of change of the concentration

in the upper layer in the salt-stratification case and

dTl/dt is the rate of change of temperature in the lower

layer in the temperature-stratification case. Experimen-

tal results with temperature and salt density interfaces

in single and double-stirred experiments show no signif-

icant differences in the mixing rate law; that is, for

Ri P 7 the exponent n = 1 when the density difference

is produced by temperature and n = 1.5 when produced

by salinity. This suggests that molecular effects still dom-

inate, since the temperature diffuses more rapidly than

the salt, while u 0 and l 0 were varied little in his experi-

ments. Turner [12] also proposed the Péclet number as

a second dimensionless parameter in the mixing rate

entrainment that takes into account the molecular diffu-

sivity k of the stratifying component as well as the turbu-

lence quantities:

Pe ¼ u0l0

k
ð7Þ

According to Crapper and Linden [1], the Péclet

number was low in the temperature-stratified case

(Pe 6 200), and molecular diffusion influenced the inter-

face structure across which all heat transport occurs by

molecular diffusion. In the salt-stratified case, the Péclet

number is high (Pe � 200) and thus nondiffusive pro-

cesses control the entrainment. On the other hand, when

Ri 6 7, the exponent n was the same for both salt and

heat stratification, suggesting that diffusion is less

important in these cases.

Crapper and Linden [1] investigated the structure of

the density interfaces over wide ranges of Péclet and

Richardson numbers. Their results showed that the

dimensionless interface thickness h/l 0 is independent of
the Richardson number for high Péclet numbers and in-

creased as Pe decreased, confirming Turner�s results.
2. Experimental apparatus and methods

2.1. Experimental apparatus

Experiments were conducted in a rectangular tank

(Fig. 1) of 270 · 270 mm inner cross section and

540 mm height, made of glass 10 mm thick. Three holes

were drilled at the bottom of the tank; two of them

allow filling and draining of the tank and the third

allows positioning of the sampler pipe used to obtain

vertical temperature and density profiles for the work-

ing fluid.

Two grids were machined in a square Plexiglass plate

of thickness 10 mm and dimensions 250 · 250 mm. Each

grid has 16 meshes of square geometry separated by bars

of dimension d = 10 mm. The dimension of each mesh,

defined as the distance between centres of two successive

bars, isM = 50 mm, so the ratioM/d = 5. Each grid ends

in a half-mesh, yielding 36% solidity. According to Shy

et al. [13], this design satisfies the conditions suggested

by Corrsin [14]: for solidity above 40% the wakes gener-

ated by grid oscillation may become unstable and there-

fore deviate from their original axes.

The grids are connected via two cylindrical rods of

diameter 10 mm and square frame to an electric motor

that transmits vertical oscillation to the grids by crank-

connected rod systems. A radial groove machined in a

wheel on the motor output shaft controls the stroke s

of the grids. The tank is positioned on a support isolated

from the motor to avoid transmitting vibration from

motor to tank. The motor is connected to a variable-

speed transmission by which its speed and thus oscilla-

tion frequency can be adjusted between zero and

f = 7 Hz. In order to reduce the number of variables, a

constant grid oscillation stroke s = 10 mm was used

throughout and the oscillating grid frequency f was var-

ied from 1 to 6 Hz.

The sampler pipe was made of two coaxial tubes of

800 mm length, 2 mm inside diameter and 3 mm outside

diameter. The external tube assured the rigidity of the

sampler, while the internal tube permits sampling of

the working fluid in order to measure the vertical density

profiles in the tank. The tube is also instrumented at its

tip by an 80 lm thermocouple, allowing simultaneous

measurement of the vertical temperature profile. The

sampler pipe and tank were made watertight by a tight-

ening device at the tank bottom. The sampler pipe could

be moved vertically to take a fluid sample at different

vertical positions through the tank. The system was cou-

pled to a potentiometer that recorded the sampler pipe

position during its displacement. The sampled fluid

was then analyzed online by ANTON PAAR densimeter



Fig. 1. Schematic diagram of the experimental apparatus.
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equipped with a measuring cell whose volume is 0.7 cm3

and concentration accuracy 10�5 g cm�3.

Salinity stratification experiments were set up by first

filling the tank with a homogeneous layer of fresh water

at ambient temperature; then a salt-water layer of the

desired concentration at ambient temperature was care-

fully injected through the bottom of the tank. For tem-

perature stratification experiments, the tank was filled

with a layer of hot fresh water and then filled from the

bottom with a layer of cold fresh water. Both layers in

each case were of equal depth and the grids were posi-

tioned in the middle of each homogeneous layer,

130 mm from the bottom and top of the tank. This pro-

cedure produced a thin salt or temperature interface be-

tween the two layers. Different initial salinity and

temperature differences were used in the experiments.

The salinity and heat fluxes were determined from the

energy balance of either the lower or the upper layer.

2.2. Particle image velocimetry system

Since the quality of PIV measurements is highly

affected by the optical deformation due to the variation

of the refraction index inside the density interface, these

measurements were conducted in a homogenous

medium (water) where the position of the expected inter-

face would be at the center of the enclosure at

zg = 130 mm.
The velocity field between the two grids was measured

by the particle image velocimetry technique (PIV) dia-

grammed in Fig. 2. The flow was illuminated by a

double-pulsed Nd:YAG laser (New Wave Minilase I-15)

with minimal energy 100 mJ, which emits 532 nm green-

wavelength light at pulse width 0.01 ls and repetition rate
10 Hz for each laser. The flow was seeded with hollow sil-

ver microspherical particles of density 1.49 and diameter

10–30 lm. The laser beams emitted by the two laser

sources are combined through spherical and cylindrical

lenses to obtain a thin light sheet to illuminate the seeding

particles in the flow field. The light scattered by seeding

particles provides a signal that is recorded on a digital

CCD camera (KodacMega-plus ES1.0) of spatial resolu-

tion 1008 · 1018 pixels positioned perpendicular to the

laser light sheet. The camera was operated in double-

frame mode, and each frame was subdivided into a num-

ber of 32 · 32 pixel interrogation areas with 25% overlap.

The time delay between two successive pulses Dt was
carefully set for each experiment in order to limit the

number of incomplete particle pairs between two succes-

sive frames. To do this, we limited the displacement to

one quarter of the interrogation area size Lint

Dt <
Lint

4Umax

ð8Þ

where Umax is the flow velocity. The field of view was set

as 130 · 130 mm so that it covered the interfacial region
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between the two grids, from the centre to the wall of the

tank. A FFT-based cross-correlation algorithm process

was used to analyse the frames and obtain the local dis-

placement vector for each interrogation area. This pro-

cessing yields a raw velocity vector map of the

particles in the flow window studied.

Data acquisition and processing parameters were

carefully optimized to provide high-quality results. Nev-

ertheless, the raw vector maps contain a finite number of

outliers (incorrect) vectors with different norms and ori-

entations from surrounding valid vectors. The purpose

of the validation method is to recognise, reject, and re-

move these outliers and possibly replace them with other

vectors estimated from the surrounding measured vec-

tors by a fast, reproducible automatic procedure using

adaptive iterative interpolation. The Flow Manager

software system was used for image recording, synchro-

nization of lasers and CCD camera, and data

processing.

2.3. PIV data analysis

Extensive PIV measurements were made to investi-

gate the flow in the interfacial region between the two

grids. The mean and fluctuating velocities were mea-

sured over five (p = 5) vertical planes, two at the centre

of the grid mesh (M1 and M3) and three others at the

grid bars (N2, N4, N6) (Fig. 2). The origin of zg was

taken as the grid mid-plane. The spatially rms velocities

u 0 and v 0, respectively in the horizontal x and vertical z

directions, were then estimated by averaging over the

five measurement planes as follows. First, the spatially
fluctuating velocities were calculated for i = 41 posi-

tions in the x-direction and j = 42 positions in the

z-direction

upðxi; zj; nÞ ¼ Upðxi; zj; nÞ � Uj;p;n

� �
i

ð9Þ
vpðxi; zj; nÞ ¼ V pðxi; zj; nÞ � V j;p;n

� �
i

ð10Þ

where

hUj;p;nii ¼
1

41

X41
i¼1

Upðxi; zj; nÞ ð11Þ

hV j;p;nii ¼
1

41

X41
i¼1

V pðxi; zj; nÞ ð12Þ

where subscript N denotes the sampling number. The

spatially rms horizontal and vertical velocities u 0 and

v 0 are then calculated

u0ðxi; zjÞ ¼
1

5

X5

p¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
n¼1

u02p ðxi; zj;NÞ

vuut ð13Þ

v0ðxi; zjÞ ¼
1

5

X5

p¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N

XN
n¼1

v02p ðxi; zj;NÞ

vuut ð14Þ

To obtain the proper sampling number N for a good

estimate of the spatial distribution of the mean velocities

and turbulence statistics in the tank, we carried out a

series of experiments with various sampling numbers N

ranging from 1000 to 9000 samples. Selection of the

appropriate sampling number is based on data conver-

gence with the number of samples in PIV measurements

[15].
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Thus rms velocity component u 0 was calculated for

different sampling numbers at the grids midway position

zg = 130 mm and for two frequencies f = 3 and 5 Hz. For

f = 3 Hz, the convergence become quite stable beyond

5000 samples, while for f = 5 Hz convergence does not

occur until N = 7000 samples. Therefore, all future re-

sults are based on an ensemble average of nearly

N = 10,000 samples for each plane and frequency.
3. Characterization of grid-generated turbulence

3.1. Dependence of turbulent velocity on grid oscillation

frequency

We explored the effect of the stirring frequency on the

turbulence quantities over several zg positions from the

midplane of the grids. Fig. 3, plotting the horizontal tur-

bulent velocity u 0 at different zg positions, shows clearly

that the horizontal turbulent velocity u 0 is linearly pro-

portional to the grid oscillation frequency up to

fc = 5 Hz (the cutoff frequency [13]), but not for higher

frequencies. Many authors have found this proportion-

ality with different values of fc; Shy et al. [13] found

fc = 8 Hz and explained this proportionality breakup

by the generation of unwanted motions near the tank

walls.

3.2. Velocity decay law

As indicated in the introduction, one must determine

a spatial decay law for turbulence from both grids, de-
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Fig. 3. Effect of grid oscillation frequ
fined as the energy sources. The results indicate that

the normalized rms velocity in the x-direction decreases

very rapidly away from the grid, following a power law

well described by the typical equation (1) with a more

quickly decreasing rate closer to the grid. For s =

10 mm and M/d = 5, the value of C1 is 0.12 for frequen-

cies f 6 5 Hz and 1.2 < zg/M < 2.6. Ura et al. [11] noted

that C1 depends on the geometrical parameters of the

grids if s/M 6 0.4 and zg/M 6 4, which is the case in

the present experiment.

In the various studies of grid turbulence, it is usually

considered that the flow generated by the grids is sym-

metrical in a plan parallel to the grid in the range

zg 2 [M, 3M]. This appears less obvious in a plan perpen-

dicular to the grid [8]. Indeed, The measurements of ver-

tical rms velocity scale showed that the ratio of vertical

to horizontal rms velocities v 0/u 0 is typically in the range

[1.1,1.3] for zg < 2M, highlighting a slight anisotropy in

the flow in the plan perpendicular to the grids. On the

other hand, in the range 2M < zg < 2.6M, the ratio

v 0/u 0 is close to 1 and the turbulent flow approaches an

isotropic homogeneous flow, which is in good agreement

with the literature [8,13,16,17].

3.3. Integral length scale

According to Kit et al. [18], the horizontal integral

length scale based on the horizontal rms velocity is usu-

ally considered as the typical integral length scale in the-

oretical studies and this is valid for oscillating grid

turbulence. The horizontal integral length scale is then

calculated by integrating the spatial auto-correlation
5 6

cy  (Hz)
7 8 9

ency on horizontal rms velocity.
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function, based on the horizontal rms velocity u 0, upto

the first zero crossing

Rðx; rÞ ¼ u0ðxÞu0ðxþ rÞ
u02

ð15Þ

Fig. 4 shows the variation of the horizontal integral

length scale, between the two grids, as a function of

the distance from the enclosure centre for frequencies

ranging from 1 to 5 Hz. It can be seen that the integral

length scale increases linearly with the distance from

the grids zg

l0 ¼ C2zg ð16Þ

with the proportionality constant C2 dependent on the

experimental oscillation frequency. In the literature C2

depends strongly on the geometry and the stroke of

the grid [2,10]. However, according to Kit et al. [18],

C2 also depends on a variety of factors related to the

experimental configuration. The integral length scale is

inversely proportional to the grid oscillation velocity fs
and thus to the turbulence intensity [13] and cannot be

a simple function of the stroke s, as assumed in Hopfin-

ger and Linden [10]. The present measurements yield a

value of C2 ranging between 0.02 6 C2 6 0.05 for

1 6 f 6 5 Hz and 1.2 6 zg/M 6 2.6. The vertical integral

length scale based on the vertical rms velocity was also

calculated and compared to the horizontal integral

length scale. The comparison shows that the ratio be-

tween the two quantities was also close to 1 in the same

range of grid distance as for rms velocity components

(2M < zg < 2.6M). In the following stratified experi-

ments, the frequency was fixed at 5 Hz and so the hori-

zontal integral length scale and rms velocity, considered
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Fig. 4. Horizontal integral length scale for horizontal rms velocity com
as the typical parameters of mixing, at the central posi-

tion of the stratified interface (zg = 130 mm) are constant

(l 0 = 12 mm, u 0 = 2.5 mm s�1). Thus the Richardson and

the Peclet numbers depend respectively only on the den-

sity difference between the homogenous layers and the

molecular diffusivity of the stratifying component.
4. Profile measurements

4.1. Methodology

In order to use the same methodology in the thermal

and solute-stratified experiments, density profiles were

deduced either from direct density measurements in an

external device or from direct temperature measure-

ments by an 80 lm thermocouple located at the tip of

the sampler pipe (Fig. 1). Many salt solutions of known

concentrations 0 6 S 6 15% were realized and the cali-

bration curve measured gives linear behavior of density

versus concentration and temperature

qðT ; SÞ ¼ q0ðT 0; S0Þ 1� aðT � T 0Þ þ bðS � S0Þ½ � ð17Þ

with T0 = 20 �C, a = a(T) and b = 0.0072%�1.

A deviation between the vertical position h and the

corresponding fluid density or the corresponding tem-

perature is induced either by the fluid transfer time from

the sampling pipe opening to the densimeter measuring

cell or by a small electronic time delay. This deviation

is highlighted in Fig. 5 by an up–down traverse cycle

of the sampler pipe. In order to avoid these discrepan-

cies, all density profiles were measured from an up–

down traverse of the sampler pipe. The height-density
13 14 15 16

0
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l length scale (mm)

ponent as a function of distance from interfacial region to grids.
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measurements were then corrected by subtracting the

transfer time from both profiles. Fig. 5 shows clearly

that, after this treatment, the profiles of one displace-

ment cycle superimpose well one upon the other. The

sampler pipe realizes measurement at 1 Hz and moves

at 1.6 mm s�1, requiring about 3 min for an up–down

traverse cycle measurement on a height of 140 mm,

including part of the lower and upper homogeneous lay-

ers and the complete interface, with no appreciable evo-

lution of the stratification during the whole up–down

measurement cycle.

The profiles in Fig. 5 permit the definition of several

parameters such as the density step Dq and the apparent

interface thickness Dh by assuming a constant density

gradient in the interfacial layer. The height of the lower

layer is then hl, the position of the interface is hl + hint/2

and the apparent density gradient is Dq/hint. The term

�apparent� means that the profile does not take into ac-

count the temporal density fluctuations at each position

due to such phenomena as internal waves and turbulent

transport.

4.2. Time evolution

The quantity of fluid extracted (18 cm3) during one

displacement cycle of the sampler pipe was negligible

for salt stratification and null for temperature stratifica-

tion, so that at least 15 measurements can be achieved

during one experiment without influencing stratification

height. Fig. 6 shows vertical profiles for (a) salt and (b)

temperature stratification characterized by two homoge-

neous layers separated by a thin interface. In Fig. 6a, the

initial concentration step of salt is DS = 2.43%, which
yields an initial density step Dq = 20.76 kg m�3, larger

than would be possible in the temperature-stratified case

(Fig. 6b) where the initial temperature step was

DT = 17 �C. A fixed oscillation frequency f = 5 Hz was

applied at time t = 0 and the density profiles were fol-

lowed over time. Some diffusion of the interface occurs

during filling the tank, but it was rapidly reduced by ero-

sion of its upper and lower edges by the turbulent mo-

tions once the grids started to oscillate (Fig. 6). The

turbulent flow in the lower and upper layers generated

by the vertical oscillation of the two grids ensures good

fluid homogeneity in the two mixed layers. Inside the

interface, the vertical density profile remains roughly lin-

ear during all the experiments and the two limits of the

interface are sharpened by the turbulence structures im-

posed by the grid. The interface is sharpened quasi-line-

arly on both sides of its upper and lower edges while its

centre remains constant. The significant density gradient

through the interface let us determine its position with

relatively good precision.

In order to compare the two evolutions, the dimen-

sionless density difference Dq/q0 is represented as a func-

tion of time (Fig. 7). Two important points appear from

this representation. First, for the same initial value of

Dq/q0 and for the same turbulence level, the time of total

mixing is very different in the two cases: tsalt > 5 · 104 s

in the salt case and theat = 8 · 103 s in the temperature

case. Fig. 7a also shows that during the first moments

of stirring in the salt-stratification case, the reduction

in the density difference Dq/q0 remains relatively linear

with time however, it increases significantly at the

end of the experiment i.e. the rate of Dq/q0 reduction

appears to increase with time. On the other hand, for



Fig. 6. Evolution of vertical density profile in time: (a) salt-stratified case and (b) temperature-stratified case.
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temperature stratification, the rate of reduction of den-

sity difference seems constant during nearly all the exper-

iment (Fig. 7b). Moreover, it should be noted that the

common range of density difference in the two experi-

ments let us compare the two buoyancy fluxes for the

same flow regimes.
5. Flux measurements

5.1. Methodology

The heat flux FT and the salt flux FS across the den-

sity interface were computed from vertical temperature

and salinity profiles over time in the two mixed layers.

The balance between the two homogeneous layers leads

to
For heat:

Aint

d

dt

Z hlþhint

0

qlcpT l dz ¼ F TAint � ðulossesAÞl ð18Þ

� Aint

d

dt

Z H

hlþhint

qucpT u dz ¼ F TAint þ ðulossesAÞu ð19Þ

where Aint is the interfacial area, q and T the density and

the temperature of the layer, and cp the constant-pres-

sure specific heat. The thickness of the interface is not

explicitly taken into account in calculating the heat

and mass flux since the height of the two layers was mea-

sured from the central position of the interface. The heat

losses ulosses were estimated from a simple conduction

model through insulation:

ulosses ¼ �kinsAlosses

ðT � T aÞ
e

ð20Þ
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where kins and e are the insulation thermal conductivity

and thickness respectively, Ta is the ambient tempera-

ture and Alosses is the surface insulation.

For salt:

F S ¼
d

dt

Z hlþ
hint
2

0

q0Sl dz ¼
d

dt

Z H

hlþ
hint
2

q0Su dz ð21Þ

where S is the salt concentration.

5.2. Experimental measurements

In order to compare directly the two fluxes of heat

and mass, we plot on Fig. 8 the evolution of the heat

aFT/q0cp and salt bFS/q0 buoyancy fluxes, defined as

the potential energy changes due to the transfer of heat

and salt across the density interface [6], according to the

relative density difference between the two mixed layers.

The two fluxes present two different behaviors. For the

salt stratification, the salt buoyancy flux increases with

decreasing density difference between the two mixed lay-

ers while the heat buoyancy flux decreases. Thus an

interpretation of the flux as proportional to the property

difference is possible for the heat interface with a quasi-

constant transfer coefficient. On the other hand, for the

salt interface the transfer coefficient should be highly

dependent on the stability of the interface with probably

a change in the transport regime. For the same density

difference and the same turbulence level, the buoyancy

flux is larger in the heat case, indicating a strong
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5.3. Entrainment

Since the turbulence level is balanced on both sides of

the interface, the entrainment of interfacial fluid towards

the lower layer is equal to that towards the upper layer.

Then the position of the interface in the middle of the

tank remains unchanged. In this case, the entrainment

can be deduced from the property flux [12].

From a phenomenological argument, one can postu-

late that the flux entering a homogeneous layer is incor-

porated through the entrainment mechanism. Then,

defining the entrainment rate ue by the rate of volume

incorporation into a homogeneous layer, the corre-

sponding flux is

/e ¼ ueDqAint ð22Þ

Fig. 9 plots the mixing rate E = ue/u
0 as a function of

the Richardson number Ri when the density difference is

produced by temperature as well as by salt. The entrain-

ment velocity ue was deduced from the flux measurement

using Eqs. (5) and (6), and the grid stirring frequency

was fixed at f = 5 Hz. The variation in the Richardson

number is then due only to the reduction in the density

step between the two mixed layers. The result are in

good agreement with those of Turner [12]; that is, on

the one hand, the rate of mixing increases with decreas-

ing Ri and is higher in the temperature case than in the
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salt case over a wide range of Ri (Ri > 10). On the other

hand, the mixing rate for the temperature-density inter-

face is best represented by a line of slope �1 and for the

salt-density interface by a line of slope �1.5. For low

Richardson number (Ri < 10), the mixing rate is the

same for both cases.

Two important aspects emerge from these represen-

tations: the buoyancy and the molecular effects. The

slope of the two lines in Fig. 9 shows that the mixing

rates should be attributed not to the viscosity difference,

since it does not vary greatly in the two experiments, but

to the large difference in molecular diffusivity between

the two diffusing components, heat and salt. A fluid ele-

ment entrained from the temperature interface diffuses

more rapidly than that entrained from the salt interface,

which returns to the interface by buoyancy effects to be

dissipated mainly in wavelike motion [12]. In the present

temperature experiments the Peclet number Pe = u 0l 0/k

was around Pe � 200 and in the salt case it was above

2 · 104. Then the mixing efficiency of turbulent entrain-

ment differs drastically in the two cases.

When the Richardson number decreases, the mixing

rate for the salt component increases, approaching and

then attaining that of the temperature component. Fig.

10 clarifies this evolution in terms of the potential energy

of the stratification, i.e., the density difference Dq be-

tween the two mixed layers. The larger Dq, the stronger
the stratification, so that the energy required to destabi-

lize it must be higher. The turbulent structures are in this

case severely damped near the salt interface, and

entrainment of heavy fluid events from the interface to

the mixed layer is rare and intermittent. The salt mixing

rate is then weak. When the density difference Dq across
the interface decreases, the interface becomes more vul-

nerable to the turbulent structures, which are now more

or less able to penetrate it and to entrain lighter fluid

from it to mix more efficiently with the mixed layer

and to increase the mixing rate. Thus transport is dom-

inated by mechanical mixing near the interface. At small

values of Ri (Ri < 10), molecular effects become less

important compared to the effect of agitation and the

two curves approach the same value. These remarks

are supported by simple visual observations of the evo-

lution of the stratification: we see very sharp and stable

edges of the interface during the first moments of agita-

tion and an agitated interface at the end of the experi-

ment, with more frequent fluid entrainment events.
6. Discussion

6.1. Comparison with double-diffusive convection

Heat and salinity fluxes across a stratified interface in

grid turbulence have not so far been compared with nat-

ural convection. The question arises of the role of turbu-

lence as the transfer vector and its difference from

natural convection. In order to normalize the heat and

salinity fluxes we define, as in Turner [19], the notion

of the reference heat flux as the flux that would have

been transferred were the liquid stratified interface re-

placed by a horizontal perfectly conducting solid plate.

The best correlation with this reference is obtained in

turbulent natural convection over a heated flat plate,

for which the flow parameter, the Rayleigh number,

was replaced by a combination of the Reynolds and
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Prandtl numbers in order to obtain the same level of

velocity fluctuations. We thus use the following expres-

sion for the Nusselt number [20]:

NuTP ¼ CTðRe2LPrÞ
1=3 ð23Þ

where NuTP is the dimensionless heat flux through the

solid plate, ReL is the Reynolds number based on the

characteristic length of the solid plate defined as

L � AS/P (where AS and P are the plate surface area

and perimeter respectively), and Pr is the Prandtl num-

ber. The plate heat flux is then defined as

F TP ¼ CTq0cpkT
DT
L

ðRe2LPrÞ
1=3 ð24Þ

kT being the thermal conductivity and cp the constant-

pressure specific heat. By the heat-mass analogy, we also

define a mass transfer flux through a horizontal solid

plate:

F SP ¼ CSkSq0

DS
L

ðRe2LScÞ
1=3 ð25Þ

where Sc is the Schmidt number and kS is the salt diffu-

sivity; CT and CS are constant empirical coefficients to

be obtained from experiment.

6.2. Experimental comparison

Figs. 10 and 11 plot the dimensionless heat FT/FTP

and mass flux FS/FSP as a function of Richardson num-

ber. For comparison, Fig. 10 also superposes the evolu-

tion of the dimensionless heat and salt fluxes in the
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Fig. 10. Dimensionless heat flux
double-diffusive convection obtained by Turner [19] for

convective heat-salt system and Gorieu [21] for a con-

vective heat-freon system. In fact, one can consider the

Richardson number as analogous to the interfacial sta-

bility number (ratio) since they are both ratios of stabi-

lizing to destabilizing forces. The interfacial stability

ratio defined by Turner as Rq = bDS/aDT is also shown

in Fig. 10, where b and a are the mass and thermal

expansion coefficients, respectively; this ratio was ob-

tained from an analogy between a stirred and non-

stirred system considering a convection characteristic

velocity defined as UC ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gaDTLC

p
, where LC is a con-

vective characteristic length scale. We redefine the inter-

facial stability ratio as

Rq ¼
b
a
DS
DT

¼ bDS

U 2
C=gLC

ð26Þ

where LC is the layer depth h and UC = fs the character-

istic velocity of the grid.

The interfacial heat flux in Fig. 10 for high Richard-

son numbers (Ri > 120) goes below the flux value across

a solid horizontal plate. This is explained by the fact that

at the beginning of the experiment the density difference

is high and thus the potential energy of the stratification

is significant, making the interface stable. The kinetic en-

ergy contained in the turbulent structures generated by

stirring is still insufficient to deform and entrain fluid

from the interface, so that the interface has a finite thick-

ness with internal diffusion. Nevertheless, since the fluid

diffusivity is not infinite, as hypothesized in the solid
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flat-plate reference flux, the measured nondimensional

flux is less than one.

As Ri decreases, the potential energy of the stratifica-

tion decreases and the interface becomes less stable. The

effect of turbulence intensity increases and deforms

the interface, whose thickness becomes very thin. As

the layer thickness decreases, so does the diffusion flux

inside the interface. This increase may also be partially

associated with the fact that the thin interface behaves

increasingly like a free surface, so that horizontal motion

is more weakly constrained and supports waves that can

break and increase the effective surface and hence

mixing.

For very low values of Ri < 10 the dimensionless heat

flux becomes significant, reaching nearly ten times its

value when Ri > 120. The heat flux is then dominated

by direct mechanical mixing between the two homoge-

neous layers, with no measurable interfacial layer.

Almost the same observations can be made for the

salt stratification. The salt flux increases exponentially

with decreasing Ri, indicating that at the beginning of

the experiment entrainment events are rare, so the

dimensionless salt flux is weak. It reaches a value ten

times larger when Ri = 50, which confirms again that

mechanical mixing becomes the dominant transfer pro-

cess. This is in good agreement with the results of Crap-

per [22] for weak agitation, equivalent to our case when

stratification is strong. Nevertheless, in the absence of a

transport model across the interface, these results must

be rescaled by a factor (CT and CS), since in calculating

the dimensionless heat and salt transfer an empirical cor-

relation was used and an analogy between heat and salt

fluxes was assumed.
7. Conclusions

This study reports on controlled laboratory experi-

ments that permit measurement of both turbulent fields

in a homogenous fluid generated by vertically oscillating

grid in the range 1 < f < 5 Hz and heat and mass fluxes

across a density-stratified interface for a large range of

Richardson numbers (10–400) for two components of

two very different molecular diffusivities, namely tem-

perature and salt. We have expressed the turbulence gen-

erated by grid oscillation in terms of turbulent

horizontal velocity u 0 and length scale l 0. In the range

of the oscillation frequency studied, the results are in

good agreement with laboratory measurements [13].

The measured heat and salt buoyancy fluxes in strat-

ified grid turbulence showed two different evolutions,

both similar to that in a double-diffusive convection sys-

tem. This similarity was highlighted by measurement of

the entrainment rate across the density interface, which

showed that both heat and salt fluxes depend on the Pec-

let number (not on molecular diffusivity) for high Rich-

ardson number. For low Richardson numbers, the

entrainment rates for heat and salt approach the same

value, suggesting that the molecular diffusion mecha-

nism has no less effect on the transport process than tur-

bulent mixing. In this regime, the interface is much

weaker and distorted, leading to physical contact be-

tween turbulent eddies from both upper and lower layers

and thus increasing the flux across the stratified interface

layer. However, it should be noted that the interface

thickness cannot be determined from measured vertical

density profiles of salt and temperature, as has been

done previously, since this method overestimates the
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layer thickness compared with the real thickness (mea-

sured, for instance, by LIF visualizations), and therefore

underestimates the diffusive flux across the interface,

especially in the high-Richardson-number regime. Also,

measurements of dimensionless heat and mass fluxes

showed remarkably a similar evolution to that reported

by Turner in double-diffusive convection [19], represented

by a power law such as F(S,T)/F(S,T)P = C(S,T)Ri
�1/n. We

found CT � 1 in the temperature case and CS � 10 for

salt. The value of CS was obtained by adjusting the

dimensionless mass flow to that of heat, indicating that

the flat-plate flux formula overestimates the dimension-

less mass flux, since the latter must be smaller than that

of heat.

Finally, the above remarks suggest that a transfer

model is needed that either takes into account the influ-

ence of the molecular diffusivity on the entrainment

through the Peclet number /e (Ri,Pe) or is based on a

turbulent diffusion coefficient (kq (Ri,k)) across the inter-

face that can be estimated from flow measurements in-

side the interface [23].
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